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ABSTRACT

One of the main challenges of using phased array radar for weather observations is the implementation of

dual polarization with acceptable errors of polarimetric variable estimates. This is because the differences

between the copolar antenna patterns at the horizontal and vertical polarizations, as well as cross-polar fields,

can introduce unacceptable measurement biases, as the main beam is electronically steered away from the

principal planes. Because the sufficient cross-polar isolation is difficult to achieve by the phased array antenna

hardware and because the copolar as well as cross-polar patterns inevitably vary with each beam position, it is

crucial to properly evaluate errors of estimates due to radiation patterns. Herein, a method that combines the

measured or simulated radiation patterns and simulated time series is introduced. The method is suited for

phased array and parabolic antennas, and it allows for evaluation of radiation-pattern-induced polarimetric

variable biases and standard deviations specific to the antenna used to produce the patterns. The method can

be used either as an alternative to a well-established approach using analytical derivations or as a tool for cross

validation of the bias computations. For standard deviation evaluation in the presence of antenna cross-polar

fields, the analytical approach becomes overly complex, which inexorably leads to the introduction of nu-

merous approximations to obtain the results. These approximations inevitably compromise the accuracy of

such computations. The method proposed herein avoids such approximations and therefore provides a

valuable tool for accurate assessment of polarimetric measurement precision.

1. Introduction

The most recent advancement in operational weather

radar technology is the introduction of dual polariza-

tion. It provides new information that improves the

abilities of forecasters and algorithms to distinguish

between different types of precipitation (e.g., rain, hail)

and nonweather scatterers (e.g., insects, ground clutter),

as well as more accurate quantitative precipitation es-

timation (QPE) (Zrnić and Ryzhkov 1999; Zrnić

et al. 2001).

The most important polarimetric variables are the

differential reflectivity ZDR, the copolar correlation

coefficient magnitude jrhv(0)j (herein referred to as

correlation coefficient), and the differential phase fDP

(Doviak and Zrnić 1993, section 8.5.2.3). The signals

received by the radar are a measure of scatterer prop-

erties weighted by the horizontal (H) and vertical (V)

copolar and cross-polar antenna patterns. The presence

of cross-polar antenna patterns is due to a portion of the

energy inserted into the H antenna port also being

transmitted as the cross-polar V field, and vice versa.

For a well-designed parabolic reflector, the main cross-

polar lobes are positioned away from the main copolar

lobe center, so the effects of cross-polar antenna pat-

terns are negligible (e.g., WSR-88D; Zrnić et al. 2010).

Nevertheless, slightly different H and V copolar beam

shapes and/or pointing angles, and phase differences

between copolar patterns, can induce notable biases in

the estimates of polarimetric variables (Chandrasekar

and Keeler 1993; Galletti and Zrnić 2011). For large

phased array antennas, it is likely that H and V copolar

pattern shapes will be well matched for boresight di-

rections (i.e., the location ofmaximum antenna gain that

ideally corresponds to the desired electronic beam

steering direction) of interest because the array factor

(i.e., the directional two-dimensional function, which

weights the pattern shapes of individual radiators by

means of controlling the relative phases and amplitudes

of the radio waves emitted by the antenna elements inCorresponding author: Igor Ivić, igor.ivic@noaa.gov
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the array) is a highly peaked function relative to the

smooth changes of the element patterns (Balanis 2005;

section 6.10.1). But it is almost certain that the ampli-

tude and phase of the copolar beams will differ and vary

with beam direction (Lei et al. 2015; Balanis 2005). This

effect induces bias in the estimates of polarimetric var-

iables, herein referred to as copolar bias. For phased

array antennas, the main lobe of cross-polar fields is

coaxial with the main copolar lobe (as the beam is

steered away from principal planes), so the effect of

signals caused by cross-polar patterns cannot be ne-

glected (Lei et al. 2015). The result is that cross-polar

fields induce notable bias in the estimates of polari-

metric variable estimates. In addition, because of a high

level of component integration, coupling through hard-

ware (e.g., the circuits behind the antenna backplane)

is more likely than in radars using reflector antennas.

Errors induced by these cross-coupling effects are

herein referred to as cross-coupling bias. Because the

next-generation of weather surveillance systems are

envisioned to use the polarimetric phased array radar

(PPAR) technology (Zrnić et al. 2007), the Second

MPARSymposium (http://www.ofcm.gov/groups/MPAR/

meetings/symposium.htm, 17–19 November 2009) identi-

fied the polarimetric capability to be the most challenging

technical issue for future multifunction phased array radar

(MPAR) (Weadon et al. 2009).

The two typical modes of polarization implementa-

tion are the alternate (AHV) and simultaneous (SHV).

In the AHVmode, the H and V ports of the antenna are

alternately excited, whereas in the SHV mode the ports

are excited simultaneously. The polarimetric measure-

ments in the two modes are differently affected by the

cross coupling. For the same antenna cross-polar iso-

lation, the AHV is advantageous in that the bias of ZDR

estimates is much smaller than in the SHV mode

(Sachidananda andZrnić 1985;Wang andChandrasekar

2006). For example, if the cross-polar pattern has a peak

coaxial with the copolar peak, and both patterns are of

the same shape, then cross-polar suppression in excess of

50 dB is needed in the SHV mode to achieve the ZDR

estimate bias of less than 0.1 dB (Zrnić et al. 2012; Ivić

andDoviak 2016). The advantages of the SHVmode are

as follows: 1) estimates of the polarimetric variables

have significantly lower errors for large unambiguous

range scans (Melnikov and Zrnić 2015), 2) the differ-

ential phase is unambiguous within a 3608 interval, 3) the
correlation coefficient and the differential phase are

measured directly using returns from the same trans-

mission (i.e., no need to combine second-order estimates

from multiple transmissions), and 4) there are no com-

promises in the performance of the ground clutter filter

(Zrnić et al. 2012). Despite these advantages, the fact

that the polarimetric variable estimates are much less

affected by the cross-polar antenna patterns in the AHV

mode is a motivation to consider the application of this

mode for higher-elevation scans (where unambiguous

ranges are smaller).

Errors in polarimetric variable estimates induced by

the mismatch between H and V copolar patterns and by

the cross-polar fields have been analyzed extensively

in the case of parabolic reflector antennas. Pointin et al.

(1988) devised a method to estimate theZDR bias due to

only the mismatch of copolar patterns using the mea-

surements of H and V illumination functions and the

measured reflectivity factors. Chandrasekar and Keeler

(1993), on the other hand, used measured powers of

both copolar and cross-polar patterns of a reflector an-

tenna to assess the ZDR bias. Because of the lack of

phase information, they could assess only the upper

bounds of errors via analytical derivations but were

unable to quantify the actual biases induced by the

measured antenna patterns. An analysis of the dual-

polarized parabolic antenna performance characteristics

is given in Bringi and Chandrasekar (2001, chapter 6).

Therein, aspects of evaluating antenna polarimetric per-

formance are presented in the case when spherical par-

ticles fill the radar beam with the emphasis on the AHV

mode of operation. Using analytical derivations Zrnić

et al. (2010) analyzed bias in ZDR estimates due to cross

coupling through the radiation patterns for parabolic

antennas in the SHVmode. The analysis showed that the

bias in ZDR estimates is generally dependent on the in-

trinsic (i.e., true and not measured) signal parameters

such as ZDR, jrhv(0)j, and fDP if scatterers are not

spherical. Bias in jrhv(0)j caused by the antenna radiation
patterns using analytical derivations and theoretical an-

tenna patterns, for a reflector antenna, has been analyzed

by Galletti and Zrnić (2011). They assessed the jrhv(0)j
bias caused by unmatched H and V copolar radiation

patterns as a function of slight differences in pointing

angles and beamwidths, as well as cross-polar fields.

Neither of these works, however, addresses the effects of

radiation patterns on the polarimetric variables of phased

array antennas.

On planar phased array antennas, the H and V

copolar and cross-polar fields vary, as the beam is

steered electronically. Therefore, the copolar and cross-

coupling biases are different for each boresight direction

(i.e., electronically steered beam direction). The copolar

bias may be corrected using calibration, whereas the

effects of cross-polar fields (i.e., cross-coupling bias) are

more difficult to account for. The latter is because the

cross-coupling biases change with the variation of the

intrinsic signal parameters and therefore are not con-

stant in range (Zrnić et al. 2010). Moreover, because of
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the antenna design and manufacturing specifics, varia-

tions in copolar and cross-polar fields with beam di-

rection are particular to each antenna. This compels us

to search for ways of evaluating the polarimetric vari-

able errors induced by the copolar and cross-polar fields

that are pertinent to the phased array antenna of

interest.

A well-established method to evaluate the polari-

metric variables biases is via analytical computations

(Chandrasekar andKeeler 1993;Bringi andChandrasekar

2001; Wang and Chandrasekar 2006; Zrnić et al. 2010;

Galletti and Zrnić 2011). For simplicity, this approach

commonly introduces approximations such as discard-

ing terms whose contribution is deemed insignificant,

when computing the second-order estimates (used to

compute the polarimetric variables). Also, in some

cases, approximation via expansion into Taylor series is

employed to obtain the expected values of polarimetric

variables, which introduce errors that can go un-

detected if the results are not validated using an

independent method.

While themain concern of the cited works is the cross-

coupling bias, the cross coupling may also affect the

standard deviation of estimates. Because of the com-

plexity induced by the presence of cross-polar signals, an

analysis of standard deviations using analytical deriva-

tions may introduce unacceptable errors and/or become

intractable.

Consequently, the main objective herein is to

introduce a method to simulate the effects of co- and

cross-polar antenna patterns on polarimetric variable

estimates. Because the computation of second-order

estimates, using simulation, intrinsically accounts for

all the terms and does not use Taylor series expansion

(to obtain polarimetric variable ensemble averages), it

can be used as a cross-validation tool or independently.

The method is applicable to complex measured or sim-

ulated antenna patterns, specific to the phased array or

parabolic antenna of interest. To devise such method, a

previously developed model describing the echo volt-

ages received by the parabolic reflector antenna is

updated to accommodate the specifics of phased array

antennas. Further, to provide a theoretical background

for simulation, a standard concept where the backscat-

tering matrix describes the backscattering properties

of a single hydrometeor is modified whereby the prop-

erties of a collection of scatterers are described by the

backscattering matrix.

The paper is structured as follows. In section 2, a

theoretical model is introduced, while in section 3 gen-

eration of simulated time series is explained. Examples

of bias and standard deviation computations are given in

section 4. For bias computation, both the analytical and

simulation bias results are presented for comparison. In

the case of standard deviation, only the simulation re-

sults are presented due to the lack of proper analytical

expressions caused by the complexity of their deriva-

tion. The main conclusions of the paper are summarized

in section 5.

2. Theoretical model

Assuming a linear H, V polarization basis and no

precipitation along the propagation path, the backscat-

tering properties of a single canted hydrometeor can be

described by its backscattering matrix S, which relates

the backscattered electric field vector [E]b at the an-

tenna to the one [E]i incident on the scatterer [(8.39) in

Doviak and Zrnić 1993],

[E]b 5

�
E

h

E
v

�b
5

�
s
hh

s
hv

s
vh

s
vv

��
E

h

E
v

�i
exp(2jkr)

r
, (1)

where j 5
ffiffiffiffiffiffiffi
21

p
. Subscripts ‘‘h’’ and ‘‘v’’ denote the

electric field’s polarization, k is the precipitation-free

wavenumber, and r is the distance from the radar to the

scatterer.

Excitation of the antenna H port ideally generates

purely horizontal (i.e., Eh [Ef) electric fields, and ex-

citation of the V port generates purely vertical (i.e.,

Ev [Eu) electric fields. The Eu and Ef are electric field

components in a spherical coordinate system with polar

axis z vertical, and x is the direction broadside to the

antenna (i.e., the antenna face is in the y–z plane). An-

gles u and f are the zenith and azimuth directions to the

scatterer (Fig. 1), respectively. In reality, excitation of

the H or V ports always causes cross-polar fields to have

an intensity determined by the radiation matrix F (Zrnić

et al. 2010).

Further analysis is carried out assuming the following:

1) hydrometeors are oblate spheroids not canted (i.e.,

shv5 svh’ 0; Stapor and Pratt 1984), so no depolarization

on propagation is present (Oguchi 1983; Sachidananda

and Zrnić 1985); and 2) differential attenuation along

the path of propagation can be, for most observations at

10-cm wavelengths, neglected but fDP (i.e., the phase

difference between the H and V radiations caused by the

difference in propagation delays) cannot. Generally, in-

dividual scatterers have canting angles that are not zero

but in most cases the net mean canting angle (i.e., the

angle between the incident vertically oriented electric

field and the projection of the axis of symmetry on the

plane of polarization) of raindrops contained in a suf-

ficiently large volume of space is zero (Doviak et al.

2000; Ryzhkov et al. 2002; Ryzhkov and Zrnić 2007). In

such a case, the summed cross-polarization returns
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from a large number of scatterers are close to zero

[i.e., �nsvh(n)5 �n shv(n)’ 0], and generalization can

be introduced so that for each individual scatterer shv 5
svh ’ 0. This generalization provides the basis for the

first assumption so that only depolarization incurred by

the antenna cross-polar patterns is considered (i.e., shv5
svh ’ 0). The errors introduced by both assumptions are

bound by the extent of depolarization and differential

attenuation induced by the scatterers, as these are not

considered herein. The presented approach can be fur-

ther expanded to include the presence of these effects

and can be the topic for further research.

In either the SHV or AHV mode, echo voltages re-

ceived after themth transmission from the nth scatterer,

located at range rn, are (Zrnić et al. 2010; Bringi and

Chandrasekar 2001)

"
dV

h
(r

n
,m)

dV
v
(r

n
,m)

#
5CFTTTSTFE

P

5C

"
F
hh

F
vh

F
hv

F
vv

#
TT

"
s
hh
(n) 0

0 s
vv
(n)

#
T

"
F
hh

F
hv

F
vh

F
vv

#"
A

h
(m)

A
v
(m)ejb

#
e2j2krn(m) , (2)

where superscript ‘‘T’’ indicates the transposed matrix.

Symbols Ah(m) and Av(m) stand for the excitation

amplitudes at the inputs of theH andV ports, respectively.

Depending on the transmission mode they take values

FIG. 1. A spherical coordinate system used to plot the radiation patterns.
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SHV:A
h
(m)5A

v
(m)5 1

AHV:A
h
(m)5

11 (21)m

2
and A

v
(m)5

11 (21)m11

2
.

(3)

In (2), T is the transmission matrix [(8.53) in Doviak and

Zrnić 1993], which describes the effects of precipitation

along the propagation path. Because only the differen-

tial phase effects are considered,

T5

�
exp(2jf

DP
/2) 0

0 1

�
. (4)

Term F is the radiation matrix whose elements are one-

way electric field patterns proportional to

F
lp
(u

0
, u;f

0
,f)5 jF

lp
(u

0
, u;f

0
,f)j exp[ jg

lp
(u

0
, u;f

0
,f)],

(5)

where indices l and p can be either ‘‘h’’ or ‘‘v.’’ Here

Flp(u0, u; f0, f) are complex pattern functions that

depend on boresight direction u0, f0 in the case of

phased array antennas but not in the case of parabolic

reflectors. It is assumed that the measured or simu-

lated complex electric field antenna patterns are

produced in a form of a two-dimensional complex

matrix in the Ludwig 2 coordinate system (Ludwig

1973) centered on the broadside of the antenna (the

broadside is at u 5 908 and f 5 08) as shown in Fig. 1.

Terms Fhh and Fvv are copolar electric field patterns.

Term Fhv is the distribution of the radiated H cross-

polar electric field if the V antenna port is excited, and

vice versa for Fvh. In (2), EP is the isotropic trans-

mitted electric field (i.e., not weighted by the transmit

antenna patterns) so that the incident field on the nth

scatterer is

[E]i [TFE
P
5

"
exp(2jf

DP
/2) 0

0 1

#"
F
hh
A

h
(m)1F

hv
A

v
(m)ejb

F
vh
A

h
(m)1F

vv
A

v
(m)ejb

#
e2jkrn(m) . (6)

The vector on the right side of (6) shows that the total H

transmitted radiation, in the SHVmode, is a sum of the H

copolar and V cross-polar radiations and vice versa for the

total V radiation. If the net mean canting angle of hydro-

meteors along the propagation path is zero and attenua-

tion can be neglected, then thematrixT in (6) describes the

additional, propagation induced, phase difference (i.e.,

fDP/2) between the H and V radiations that impinge on

the nth scatterer. This phase is caused by the difference in

propagation delays as the H and V radiations traverse

space populated by the scatterers preceding the range rn
(where the nth scatterer is located). Because of the back-

scattered radiation propagation delay [described by TT in

(2)], the total propagation-induced phase difference be-

tween the H and V echoes from the nth scatterer that

reaches the antenna is ;fDP for hydrometeors at 10-cm

wavelengths (Doviak and Zrnić 1993). Because of the

cross-polar patterns, the signals received in the H and V

channels are a combination of echoes returned in the two

orthogonal planes [as described by FT in (2)]. The result is

that the bias of the H and V phase difference measured by

the receiver is not constant and varies with the intrinsic

signal parameters. For simplicity, the propagation-induced

difference in phase between H and V is absorbed into the

backscattering coefficient for horizontal polarization as

s0hh(n)[ shh(n) exp(2jfDP). The arguments ofFll in (2) are

not explicitly shown, and C is a scalar factor that contains

dependence on range r0 to resolution volume V6 (i.e.,

volume encompassed by the radar beam and the range

weighting function; Doviak and Zrnić 1993), attenuation,

and system parameters. The phase difference between the

H and V transmitter paths is denoted by b. For simplicity,

the effects of the differences introduced by the H and V

receiver paths (e.g., differential phase shifts between the H

and V receivers) are neglected, as they have no bearing on

the results reported herein.

The model in (2) assumes that the co- and cross-polar

fields in H and V on transmit and receive are the same.

This is true for parabolic antennas but generally not for

phased array systems. To accommodate beamforming

techniques and to maximize transmitted power efficiency,

transmit/receive (T/R) elements allow application of dif-

ferent weights on transmit and receive on the single ele-

ment level. Accordingly, the model in (2) is updated as

"
dV

h
(r

n
,m)

dV
v
(r

n
,m)

#
5CF

r
TTSTF

t
E

P

5C

�
Fco
rh Fx

rh

Fx
rv Fco

rv

�"
s0hh(n) 0

0 s
vv
(n)

#�
Fco
th Fx

tv

Fx
th Fco

tv

�"
A

h
(m)ejah(m)

A
v
(m)ej[b1av(m)]

#
e2j2krn(m) , (7)
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where Fco
th and Fco

rh denote the copolar patterns in H

on transmit and receive, respectively. Symbols Fx
th and

Fx
rh denote the same but for cross-polar fields in

H. Analogously, Fco
tv , F

co
rv , F

x
tv, and Fx

rv denote the same

but for co- and cross-polar patterns in V. Furthermore,

to suppress the negative effects of cross coupling, a 1808
pulse-to-pulse phase change of signals injected in either

the horizontal or vertical ports of the transmission

elements has been proposed by Zrnić et al. (2014)

[with the detailed analysis given in Ivić and Doviak

(2016)]. Hence, the model in (7) is updated to account

for this phase coding method by adding the phases

ah(m) and av(m) on transmission. Note that if the phase

coding is not applied, then ah(m) and av(m) are set to

zero. Carrying out the matrix multiplication, the H and V

echo voltages are

dV
h
(r

n
,m)5Cf[Fco

th F
co
rh s

0
hh(n)1Fx

thF
x
rhsvv(n)]Ah

(m)e jah(m)

1 [Fx
tvF

co
rh s

0
hh(n)1Fco

tv F
x
rhsvv(n)]Av

(m)e j[b1av(m)]ge2j2krn(m) .

dV
v
(r

n
,m)5Cf[Fx

tvF
x
rvs

0
hh(n)1Fco

tv F
co
rv svv(n)]Av

(m)e j[b1av(m)]

1 [Fco
th F

x
rvs

0
hh(n)1Fx

thF
co
rv svv(n)]Ah

(m)e jah(m)ge2j2krn(m) . (8)

Then the returned echo voltages from the scatterers

within the resolution volume V6 at r0, after the mth

transmission, in H and V are

V
l
(r

0
,m)5�

V6

n

dV
l
(r

n
,m)5Vco

l (r
0
,m)1Vx

l (r0,m), (9)

where l is h or v. In (9), Vco
l (r0, m) is the echo voltage

from scatterers illuminated by the radiation described

by Fco
tl whose returns are weighted by Fco

rl on reception.

These are

Vco
h (r

0
,m)5A

h
(m)C�

V6

n

Fco
th F

co
rh s

0
hh(n)e

jah(m)e2j2krn(m)

Vco
v (r

0
,m)5A

v
(m)C�

V6

n

Fco
tv F

co
rv svv(n)e

j[b1av(m)]e2j2krn(m) .

(10)

The contributions to Vl(r0, m) from scatterers illumi-

nated by both the copolar and cross-polar radiation

whose returns are weighted by the copolar and cross-

polar patterns on reception are denoted by Vx
l (r0, m):

Vx
h(r0,m)5C�

V6

n

�
Fx
thF

x
rhsvv(n)Ah

(m)ejah(m) 1 [Fx
tvF

co
rh s

0
hh(n)1Fco

tv F
x
rhsvv(n)]Av

(m)ej[b1av(m)]
�
e2j2krn(m).

Vx
v (r0,m)5C�

V6

n

�
Fx
tvF

x
rvs

0
hh(n)Av

(m)ej[b1av(m)] 1 [Fco
th F

x
rvs

0
hh(n)1Fx

thF
co
rv svv(n)]Ah

(m)ejah(m)
�
e2j2krn(m). (11)

The polarimetric variable estimates of interest are

computed in the SHV mode as

Ẑ
DR

5 10 log
10

 
Ŝ
h

Ŝ
v

!

jr̂
hv
(0)j5 jR̂

hv
(0)jffiffiffiffiffiffiffiffiffiffi

Ŝ
h
Ŝ
v

q
f̂
DP

5 arg[R̂
hv
(0)], (12)

where Ŝh and Ŝv are the signal power estimates in the H

and V channels, respectively, and R̂hv(0) is the cross-

correlation estimate. These estimates are given as

Ŝ
h
5

1

M
�
M21

m50

jV
h
(r

0
,m)j2

Ŝ
v
5

1

M
�
M21

m50

jV
v
(r

0
,m)j2

R̂
hv
(0)5

1

M
�
M21

m50

V
h
*(r

0
,m)V

v
(r

0
,m)e j[ah(m)2av(m)], (13)

where M stands for the number of samples in the dwell

time (i.e., the time the radar spends scanning a particular

location in space). Also, if phase coding is applied,

then a correction must be applied to produce accurate

R̂hv(0) [as shown in (13)]. The power estimates in H and

V can be decomposed as
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Ŝ
l
5 Ŝco

l 1 Ŝx
l , (14)

where

Ŝco
l 5

1

M
�
M21

m50
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l (r

0
,m)j2

Ŝx
l 5

1

M
�
M21

m50
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0
,m)Vx
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l (r0,m)j2].

(15)

Then, using the first-order Taylor expansion, in the case

of ẐDR, the following is obtained:

Ẑ
DR

5 10 log
10

 
Ŝco
h 1 Ŝx

h

Ŝco
v 1 Ŝx

v

!

’ 10 log
10

 
Ŝco
h

Ŝco
v

!
1

10

ln(10)

 
Ŝx
h

Ŝco
h

2
Ŝx
v

Ŝco
v

!
, (16)

where the first term in the sum is the contribution to ẐDR

from scatterers illuminated by radiation described by

Fco
th , F

co
tv whose returns are weighted by Fco

rh , F
co
rv on re-

ception. The second term is the contribution to ẐDR

from scatterers illuminated by both the copolar and

cross-polar radiation whose returns are weighted by the

copolar and cross-polar patterns on reception.

a. Errors of estimates

If the antenna is pointed vertically (in light rain with

no wind), then oblate raindrops appear ‘‘spherical’’ to

the radar and shh(n) ’ svv(n), which translates into

ZDR 5 0dB, and jrhv(0)j 5 1. In such cases, the ana-

lytical expressions for biases may be simplified because

the biases are not functions of intrinsic hydrometer

properties. For example, the first term in the (16) sum is

10 log
10

 
Ŝco
h

Ŝco
v

!
5 10 log

10

0
BB@
ð
V

Fco
th F

co
rh dVð

V

Fco
tv F

co
rv dV

1
CCA , (17)

where dV[ sinududf. If Fco
th 5Fco

rh and Fco
tv 5Fco

rv , then

(17) becomes the same result as obtained by Bringi and

Chandrasekar [2001; (6.25)] and describes the ZDR bias

due to the copolar pattern mismatch (i.e., the copolar

bias). The same approach can be taken to arrive at the

expression for the second term in (16), which would

describe the ZDR bias due to the presence of cross-polar

patterns (i.e., the cross-coupling bias) in the case of

spherical particles. Accordingly, the expressions for

jr̂hv(0)j and f̂DP may be obtained in this manner if

scatterers are assumed spherical.

Because the cross-coupling biases in phased arrays

are significant and depend on the intrinsic hydrome-

teor parameters, it is imperative to evaluate them

in the general case when scatterers are not spherical.

If scatterers are oblate, then shh(n) 6¼ svv(n), which

translates into ZDR 6¼ 0 dB, and jrhv(0)j , 1. In such

cases, the biases are functions of intrinsic hydrometer

properties and the derivation of analytical expressions

for the copolar and cross-coupling biases becomes

more complex. Assuming uniformly distributed oblate

scattering particles with identical bulk properties (i.e.,

properties of a large number of scatterers)—so that

ZDR, jrhv(0)j, and fDP are the same within the H and V

antenna beams—an approach using development into

Taylor series [as in (16) and also presented in Zrnić

et al. (2010)] can be used to derive the copolar and

cross-coupling ZDR biases by obtaining the expected

values of the first and second terms in (16), re-

spectively. Alternatively, the expansion in Taylor se-

ries can be avoided by computing the ZDR bias

directly [using (A10)]. A similar approach may be

taken to arrive at the copolar and cross-coupling bia-

ses of jr̂hv(0)j and f̂DP (appendix A).

If the AHV mode is used, then the computations to

produce the polarimetric variable estimates are more

complex. These are as follows (Melnikov and Zrnić

2015):

Ẑ
DR

5 10 log
10

 
Ŝ
h

Ŝ
v

!
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b
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v
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h
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v
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5 arg[R̂
a
R̂

b
*]/2 , (18)

where

Ŝ
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M
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m50
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(2m1 3). (19)
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Analytical expressions for biases in the AHV mode are

given in appendix B.

An alternative to using analytical derivation, for bias

evaluation, are simulations. These simulations can also be

used for a two-way verification of bias results (i.e., both

simulation and analytical results should agree). If the

standard deviation evaluation of the expressions in (12)

and (18) is of interest, then the analytical derivations be-

come excessively complex due to the presence of cross

coupling. Consequently, this introduces a necessity for the

introduction of multiple approximations to arrive at the

solution. In turn, such approximations may compromise

the accuracy of the final results. This makes simulations a

viable alternative to analytical derivations for standard

deviation computations (both in terms of implementation

simplicity and accuracy). This is the motivation for

devising a simulationmethod capable of evaluating errors

in polarimetric variable estimates caused by the antenna

radiation patterns. The theoretical background for such a

simulation method is described next.

b. Simulation approach

To devise the simulation, the approaches for gener-

ating weather-like time series described in Zrnić (1975)

and Galati and Pavan (1995) are used. In Zrnić (1975),

the basic process of generating single-polarization radar

time series from Doppler spectra is outlined given the

preset true values of Doppler moments. Galati and

Pavan (1995) described an approach that uses the time

series produced by Zrnic’s method to generate the

dual-polarization time series given the true values of

polarimetric variables. Thus, the two methods provide

an avenue for the generation of simulated weather-like

time series that describe echoes from a large collection

of scatterers contained in a volume of space illuminated

by the radar beam. The obtained time series, however,

do not account for the effects induced by the system

imperfections that are of interest here (i.e., the existence

of cross-polar radiation and the differences between the

H and V antenna patterns). Consequently, the following

is a description of an approach that combines these time

series simulation methods with the antenna patterns to

produce the weatherlike time series that account for the

cross coupling and the differences between the H and V

antenna patterns.

To provide the theoretical framework to use with the

Zrnić (1975) andGalati and Pavan (1995) methods (which

simulate returns from a large number of scatterers), the

echo voltages from individual scatterers in V6 at r0 are

viewed as the sums of differential voltages caused by

scatterers in subvolumes dV6 (bound by the resolution of

antenna patterns in azimuth and elevation) at r. Thus, the

differential voltage from scatterers in dV6 is a sum of re-

turns from a collection of particles described as

dV
l
(r,m)5 �

n

dV
l
(r

n
,m), (20)

where l is h or v. Because antenna patterns are practi-

cally constant over each dV6, the substitution of (8) into

(20) yields

dV
h
(r,m)5C�

n

f[Fco
th F

co
rh s

0
hh(n)1Fx

thF
x
rhsvv(n)]Ah

(m)e jah(m)

1 [Fx
tvF

co
rh s

0
hh(n)1Fco

tv F
x
rhsvv(n)]Av

(m)e j[b1av(m)]ge2j2krn(m)

dV
v
(r,m)5C�

n

f[Fx
tvF

x
rvs

0
hh(n)1Fco

tv F
co
rv svv(n)]Av

(m)e j[b1av(m)]

1 [Fco
th F

x
rvs

0
hh(n)1Fx

thF
co
rv svv(n)]Ah

(m)e jah(m)ge2j2krn(m) . (21)

Assuming scatterers of various equivalent volume di-

ameters are uniformly distributed within dV6, a sub-

volume scattering matrix S, for each dV6, can be defined

as having elements

s0hh(m)5C�
n

s0hh(n)e
2j2krn(m)

s
vv
(m)5C�

n

s
vv
(n)e2j2krn(m) , (22)

only on themain diagonal ofS. Elements ofS account for

the replacement of scatterers within dV6 between sub-

sequent transmissions, as well as the fact that scatterers

have different relative ranges for everym. Also, wobbling

and oscillations of scatterers within dV6 produce a slight

decorrelation between s0hh(m) and svv(m), resulting in

jrhv(0)j values below one. Consequently, differential

voltages have random real and imaginary parts that are

zero mean and Gaussian distributed functions ofm. Note

that the dependence of s0hh(m) and svv(m) onm is clearly

stated to differentiate these from the scattering matrix

elements of a single scatterer. Thus, ‘‘s’’ andS henceforth

will represent the subvolume scattering matrix elements.

Now, the differential H and V voltages from dV6 at r can

be expressed as
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dV
h
(r,m)5 [Fco

th F
co
rh s

0
hh(m)1Fx

thF
x
rhsvv(m)]A

h
(m)e jah(m)

1 [Fx
tvF

co
rh s

0
hh(m)1Fco

tv F
x
rhsvv(m)]Av

(m)e j[b1av(m)]

dV
v
(r,m)5 [Fx

tvF
x
rvs

0
hh(m)1Fco

tv F
co
rv svv(m)]A

v
(m)e j[b1av(m)]

1 [Fco
th F

x
rvs

0
hh(m)1Fx

thF
co
rv svv(m)]A

h
(m)e jah(m).

(23)

It is to be understood that although r does not explicitly

appear on the right side of (23), it is implicit in the ar-

guments of sll(m). Also, sll(m), F co
ql , and F x

ql (q is t or r

and l is h or v) depend on the angular arguments u0, u,f0,

and f. The total received voltage for the mth sample is

an integration over u and f,

V
l
(r

0
,m)5

ð
V

dV
l
(r,m) dV1 n

l
(m) , (24)

where the subscript l is h or v. In (24), integration along

range is omitted, as it has no bearing on the results.

The symbol nl(m) stands for voltage produced by white

Gaussian noise and is added for completeness [unlike

in (9)].

In the SHV mode, the signal power estimates Ŝh and

Ŝv and R̂hv(0) are computed by following (13) as

Ŝ
h
5

1

M
�
M21

m50

����
ð
V

dV
h
(r,m) dV1 n

h
(m)

����2 2N
h
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v
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1

M
�
M21

m50

����
ð
V

dV
v
(r,m) dV1 n

v
(m)

����2 2N
v

R̂
hv
(0)5

1

M
�
M21

m50

�ð
V

dV
h
(r,m) dV1 n

h
(m)

�
*
�ð

V

dV
v
(r,m) dV1 n

v
(m)

�
e j[ah(m)2av(m)] , (25)

where nh(m) and nv(m) are the mth samples of noise

voltages, while Nh 5 hjnh(m)j2i and Nv 5 hjnv(m)j2i are
the mean noise powers in the H and V channels, re-

spectively. For simplicity the noise effects are neglected

in further analysis. Note that as the signal becomes

weaker, the cross-coupling component of the ẐDR bias is

unlikely to change [as indicated by the simplified anal-

ysis in Ivić and Doviak (2016)]. As for the jr̂hv(0)j and
f̂DP biases, as well as the standard deviations of all three

polarimetric variables, further investigation is needed

to assess the possible effects. The mathematical ex-

pectations are

hŜ
h
i5 1

M
�
M21

m50

ð
V

hjdV
h
(r, m)j2idV

hŜ
v
i5 1

M
�
M21

m50

ð
V

hjdV
v
(r, m)j2idV

hR̂
hv
(0)i5ejb

1

M
�
M21

m50

ð
V

hdV
h
*(r,m)dV

v
(r,m)ie j[ah(m)2av(m)]dV.

(26)

Because sll(m) from different dV6 volumes are un-

correlated, so are the differential powers dVl(r, m). As a

result, the magnitude square of the integrals in (25)

becomes integrals of magnitudes squared along the solid

angle dV in (26). In the AHV mode, similar results can

be shown by following (19).

The described model shows that the voltages re-

ceived in H and V are a function of intrinsic bulk

properties of scatterers [represented by s0hh(m) and

svv(m)] weighted by the antenna copolar and cross-

polar patterns. Because the cross-coupling bias in po-

larimetric variable estimates is also a function of

intrinsic hydrometeor parameters (Zrnić et al. 2010), it

is necessary to include this dependency in the bias

evaluation method. Because s0hh(m) and svv(m) repre-

sent sampled echo voltages from a collection of scat-

terers in every dV6, they can be simulated by generating

samples of the H and V having specified intrinsic bulk

properties [as described in Zrnić (1975) and Galati and

Pavan (1995)]. From (23) it is evident that s0hh(m) and

svv(m) can be combined with the complex radiation

patterns to obtain dVl(r, m). Consequently, the con-

structed samples account for the effects of the H and V

co- and cross-polar patterns. Hence, with the spatial

integration of the differential contributions, this ap-

proach (or model) supports the analysis of polarimetric

variable biases and standard deviations using simulated

time series. Furthermore, simulated and measured Flp

can be used to produce realistic weather echo voltages

that can be used to assess polarimetric radar perfor-

mance. Next, the procedure for generating the time

series is described.
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3. Time series generation

The first step is to generate the M H and V simu-

lated time series matrices of size Nu 3 Mf equal to

the number of data points in the H and V radiating

element pattern matrices. Each simulated sample

can serve as a scattering center for an antenna pat-

tern data point. Then, the signal samples received

in H and V from mth transmission in a dwell are

constructed as

V
h
(m)5 �

Nu21

nu50
�

Mf21

mf50

f[Fco
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f
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,m

f
)s0hh(m,n

u
,m

f
)1Fx

th(nu
,m

f
)Fx

rh(nu
,m

f
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin[Q(n
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,m

f
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q
.

(27)

Note that the square root of sin[Q(nu, mf)]DuDf is

added for convenience so that when second-order esti-

mates [as in (13) and (19)] are computed, the de-

pendency on the solid angle dV [as shown in (26)] is

embedded in these estimates. This allows for the ma-

nipulation of the simulated time series in the same

manner as those from the real radar. Simulated time

series s0hh(m, nu, mf) and svv(m, nu, mf) at every loca-

tion can be assigned any parameters so the beams can be

populated with scatterers of various bulk properties.

Symbols Du and Df denote the resolution of antenna

pattern data,

Du5 jF(n
u
1 1,m

f
)2F(n

u
,m

f
)j

Df5 jQ(n
u
,m

f
1 1)2Q(n

u
,m

f
)j, (28)

where F(nu, mf) and Q(nu, mf) are the matrices with

u and f positions of data points in antenna patterns

corresponding to Flp(nu,mf). Assuming no noise effects,

each instantaneous second-order estimate is computed

using (13) and (19) in the SHV and AHV modes,

respectively.

4. Error estimation using realistic antenna patterns

In this section, an evaluation of the biases and stan-

dard deviations using realistic antenna patterns is pre-

sented. The patterns are generated using simulations

based on the design from Massachusetts Institute of

Technology (MIT) Lincoln Laboratory (Conway et al.

2013), which uses differential-fed single radiating ele-

ments. The antenna contains 10 panels arranged in a

2 3 5 matrix. Each panel consists of an 8 3 8 matrix of

radiating elements. Such an arrangement results in a

78 3 38 beamwidth at broadside. The operating frequency

band of the antenna is 2.7–2.9GHz. A dual-polarization

phased array mobile radar based on these specifications

has been built and delivered to the National Severe

Storms Laboratory (NSSL) by the MIT Lincoln Labo-

ratory (Ivić and Byrd 2015). It is used for evaluating the

suitability of polarimetric phased array radar (PPAR)

technology for weather applications as part of theMPAR

effort led by NSSL.

The H and V co- and cross-polar patterns of a single

radiating element Flp(nu, mf) [Fig. 2—where l and p

are h or v, and p denotes the excited T/R element port,

while l is the transmitted field orientation (Zrnić et al.

2010)]—were produced for the operating frequency of

2.85GHz using the high-frequency structural simulator

(HFSS), a commercial finite-element method solver for

electromagnetic structures from ANSYS Inc. Figures 2e

and 2g show that the one-way cross-polar pattern powers

in both H and V are below260dB along principal planes

but increase significantly at other locations. This indicates

that measurement biases increase as the beam is steered

away from principal planes. Furthermore, the difference

in arguments of cross-polar patterns (Figs. 2f and 2h)

between the two quadrants of interest (i.e., negative vs
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FIG. 2. One-way copolar patterns of a single radiating element in (a), (b)Hand (c), (d)V.One-way cross-polar

patterns of a single radiating element in (e), (f) H and (g), (h) V.
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positive azimuths) indicates that the cross-coupling con-

tributions to the bias and standard deviation are not

symmetric around 08 azimuth. To obtain the patterns of

the 10-panel array, Flp(nu, mf) were combined with the

transmit and receive array factors inH and V (denoted as

AFql, where q is t or r and l is h or v) as

Fco
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f
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) �
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)e jfnx[u(nu,mf)2u0]1my[v(nu ,mf)2v0]g, (29)

where symbols Wql(nx, my) denote the weights applied

to each radiating element in H and V on transmit and

receive. Also,

u(n
f
,m

u
)5

2pd
x

l
sin[Q(n

u
,m

f
)] sin[F(n

u
,m

f
)]

y(n
f
,m

u
)5

2pd
y

l
cos[Q(n

u
,m

f
)]

u
0
5

2pd
x

l
sin(u

0
) sin(f

0
)

y
0
5

2pd
y

l
cos(u

0
) , (30)

where l is the wavelength, while u0 andf0 are the steering

angles. The spacing between centers of adjacent radiating

elements along the x axis is dx5 0.4833 l and along the y

axis is dy 5 0.483 3 l. An example of array patterns for

u0 5 708 (or for an elevation of 208) and f0 5 408 are
presented in Figs. 3 and 4. Note that the approach to pat-

tern simulation used here does not account for the array

effects (e.g., mutual couplings among adjacent radiating

elements and radiating impedance of the array). Alterna-

tively, the presented approach may produce more accurate

antenna patterns if active (or embedded) element patterns

(Pozar 1994; Mailloux 2005), which account for the array

effects, are available (e.g., via measurements). This, how-

ever, is of no consequence, as themain objective herein is to

introduce the method that evaluates the polarimetric vari-

able biases due to co- and cross-polar patterns; hence, the

patterns given here are used only for demonstrating the

method.Nonetheless, an in-depth evaluation of errors using

presented radiation patterns can provide valuable insight

into the behavior of biases and standard deviations, as the

beam is electronically steered in various directions. In both

channels, transmit co- and cross-polar patterns exhibit

higher sidelobes but narrowermain beams compared to the

receive patterns because the taper using a Taylor window

was applied on receive but not on transmit.

a. Bias estimation

Assuming uniformly distributed oblate scatterers of

the same bulk properties so that SNR5 Infinity (i.e., no

noise is present so that SNR is infinite), and jrhv(0)j 5
0.98 everywhere within the H and V antenna beams, the

time series were generated using (27). The biases of the

polarimetric variables were estimated using simulated

time series as

BIAS Ẑ
DR

5
1

K
�
K21

k50

Ẑk
DR 2Z

DR

BIAS jr̂
hv
(0)j5 1

K
�
K21

k50

jr̂khv(0)j2 jr
hv
(0)j

BIAS f̂
DP

5
1

K
�
K21

k50

arg[r̂khv(0)]2f
DP
, (31)

where K designates the number of simulation re-

alizations and the superscript k denotes the realization
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number. For comparison, the biases were also computed

using analytical expressions (appendix A for the SHV

mode and appendix B for the AHV mode).

Estimated biases due to the difference in copolar

patterns (i.e., copolar biases) are presented in Fig. 5 if

ZDR 5 0 dB, and 5dB for elevation (Elev) 5 208 and
azimuth (Az) 5 408. These biases vary, as the beam is

electronically steered, and in real applications they must

be corrected via a calibration procedure. Figure 5 also

shows the biases caused by co- and cross-polar patterns

(i.e., the sum of copolar and cross-coupling biases) as a

function of intrinsic differential phase [because cross-

coupling bias depends onfDP; Zrnić et al. (2010)] for the

nonphase and phase coded signals in the SHV mode

(referred to as the SHV and PCSHV modes, re-

spectively). The results are computed for the phase

difference between the H and V transmit paths b 5 08.
Note that the ensemble average of the phase difference

between H and V measured from the received signals

is a combination of the phase difference between the

total transmit H and V patterns [given by the vector in

(6)],fDP, the phases of the receive co- and cross-polar H

and V patterns, and the phase difference induced by the

H and V receiver hardware. In reality, the biases in the

polarimetric variable estimates are the sums of both

copolar and cross-coupling biases and cannot be sepa-

rated. The presented method, however, allows for the

separate evaluation of these biases. In the case of ẐDR

(Figs. 5a and 5d), the bias caused by the difference in

copolar fields is constant for all fDP values, which is not

the case for bias estimates due to co- and cross-polar

fields [this is in agreement with the results presented in

Zrnić et al. (2010)]. The biases from nonphase coded

signals are visibly larger than those that are phase coded.

This is expected, as the phase coding is designed to

suppress the effects of cross coupling. If ZDR 5 0 dB,

then an agreement between the simulation and analyt-

ical results is very good (Fig. 5a). IfZDR5 5 dB (Fig. 5d),

then the results from the simulation and the analytical

derivations for the SHV mode, using Taylor series ap-

proximation [(A9)], start to differ, as the bias caused by

co- and cross-polar patterns exceeds ;4 dB. The dif-

ference may be attributed to the Taylor series approxi-

mation employed to derive the ZDR bias expression

(appendix A). On the other hand, the analytical results

obtained using the direct formula [(A10)] agree well

FIG. 3. One-way H copolar array power patterns for (a) transmit and (b) receive. One-way H cross-polar array

power patterns on (c) transmit and (d) receive. Boresight is located at Elev 5 208 and Az 5 408.
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with the simulation in this case. If ZDR 5 0 dB, then the

correlation coefficient biases (Fig. 5b) due to copolar

fields do not differ excessively from those due to co- and

cross-polar fields for nonphase coded signals, indicating

that cross-polar fields induce bias smaller than 60.01

(required for weather applications; Balakrishnan and

Zrnić 1990) in the case shown. Also, simulation and

analytical results agree reasonably in this case, even

though the simulated bias exhibits more visible de-

pendence on fDP for nonphase coded signals. If ZDR 5
5 dB (Fig. 5d), then the difference between the simula-

tions and the analytical results, for nonphase coded

signals, is significant, as the simulation shows this bias to

exceed20.01 for fDP values near 1808 as opposed to the

analytical computations. The discrepancy may be be-

cause the formulas for hŜhi, hŜvi, and hjr̂hv(0)ji do not

include the cross-polar pattern terms higher than the

second-order for simplicity. If this is indeed the case, it

may be possible to obtain a more accurate formula for

the jrhv(0)j bias by taking the higher-order cross-polar

pattern terms into account (further investigation into

this is beyond the scope of this paper and is more suited

for future research). In both cases, the simulation and

analytical results for jr̂hv(0)j bias of phase coded signals

agree well. This may be the consequence of the phase

code application, which cancels some of the higher-

order cross-polar terms, which results in better agree-

ment between the two results. Also, both the simulation

and analytical results show an increase in the jr̂hv(0)j
bias from phase coded signals for the two cases shown.

This indicates that while the phase coding method mit-

igates the ẐDR bias, it may exacerbate the errors in the

correlation coefficient estimates. In the case of fDP es-

timates (Figs. 5c and 5f), the bias due to copolar fields is

constant for allfDP values but this is not the case for bias

estimates due to co- and cross-polar fields (i.e., in the

SHV and PCSHV modes). For instance, the curves in

Fig. 5f show that, for the given case, the f̂DP bias is;3.58
if fDP 5 08 (e.g., as H and V fields enter the space filled

with hydrometeors) in both the SHV and PCSHV

modes. The same curves show that as fields propagate

through a range extent populated by scatterers, the

difference between the SHV and PCSHV f̂DP biases

increases so that if fDP 5 1008, then the corresponding

f̂DP bias is 2128 in the SHV mode and 21.18 in the

PCSHV mode. The simulation and analytical results

FIG. 4. One-way V copolar array power patterns on (a) transmit and (b) receive. One-way V cross-polar array

power patterns on (c) transmit and (d) receive. Boresight is located at Elev 5 208 and Az 5 408.
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agree well for both ZDR 5 0 dB and ZDR 5 5 dB,

showing the reduced bias for phase coded signals.

The performance of the AHV mode without the

presence of cross coupling was analyzed in Melnikov

and Zrnić (2015). Therein, it is shown that for the un-

ambiguous velocity ya of ;9m s21, the estimates of

differential reflectivity are unbiased, whereas the

estimates of differential phase and copolar correlation

coefficient exhibit strong biases. This is because the es-

timators of jrhv(0)j and fDP in the AHV mode use the

estimates of correlations in sample time. Furthermore,

Melnikov and Zrnić (2015) demonstrated that the

standard deviations of the estimates in the AHV mode

are much larger than in the SHV mode if ya 5 ;9m s21

FIG. 5. Estimated (solid lines) and analytical (circles) bias for SHV and PCSHVmodes vs fDP if ZDR 5 0 dB for

(a) ẐDR [using Taylor series (circles) and computed directly (solid dots)], (b) jr̂hv(0)j, and (c) f̂DP; and ifZDR5 5 dB

for (d) ẐDR [using Taylor series (circles) and computed directly (solid dots)], (e) jr̂hv(0)j, and (f) f̂DP. Boresight is

located at Elev 5 208 and Az 5 408.
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(due to temporal decorrelation effects). This suggests

that the application of the AHV mode for scans with

ya on the order of 9m s21 is not recommended. Ac-

cordingly, the results for the AHV mode are produced

for ya 5 30ms21. For this case, the analysis in Melnikov

and Zrnić (2015) indicates that the AHV and SHV

modes produce comparable performances if a spectrum

width is less than about 4ms21 (at S band), but the

performance of the AHV mode degrades rapidly at

wider widths. Consequently, the bias results in the AHV

mode are plotted for sv of 2 and 4ms21 (Fig. 6).

The results presented in Fig. 6 show the biases of the

polarimetric variable estimates in the AHV mode to be

almost the same for sv of 2 and 4m s21. For comparison,

the ẐDR biases in the PCSHV mode are also shown in

Figs. 6a and 6d (as these are obscured by the large biases

in the SHV mode in Fig. 5a). The plots indicate that the

cross-coupling biases in the PCSHV mode are to some

FIG. 6. Estimated (solid lines) and analytical (circles) bias for AHV mode if SNR 5 Inf, ya 5 30m s21, M 5 32,

ZDR5 0 dB vs fDP if sv5 2m s21 for (a) ẐDR, (b) jr̂hv(0)j, and (c) f̂DP; and if sv5 4m s21 for (d) ẐDR, (e) jr̂hv(0)j,
and (f) f̂DP. Boresight is located at Elev 5 208 and Az 5 408.
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extent smaller than those in theAHVmode for the cases

shown (assuming the proper correction of the copolar

bias via calibration). For jr̂hv(0)j, the biases are in-

significant (Figs. 6b and 6e) and aremuch smaller than in

the PCSHV mode. For f̂DP, the AHV mode exhibits

;3.58 bias change with fDP compared to the;7.58 in the

PCSHV mode for the cases shown (Figs. 6c and 6f, as

well as Fig. 5c).

b. Standard deviation estimation

As in the case of bias, uniformly distributed oblate

scatterers of the same bulk properties, soZDR5 0dB and

jrhv(0)j 5 0.98 everywhere within the H and V antenna

beams, were assumed. Note that unlike bias in SHV and

PCSHV modes, the standard deviation of the polari-

metric variable estimates depends onM and sv as well as

ya. The standard deviations (std dev) of the polarimetric

variables were estimated using simulated time series as
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For theSHVmode, yawas set to 9ms21withM5 16 and

30ms21 withM5 32, while the spectrumwidthwas set to 2

and 4ms21. The results for the nonphase and phase coded

signals are plotted in Figs. 7 and 8, for ya of 9 and 30ms21,

respectively. For reference, the results produced using only

copolar signals are presented as well. As with bias, the

standard deviations of the nonphase and phase coded sig-

nals are dependent onfDP variations, while those from the

copolar signals are not. This clearly indicates that the fDP

dependence is imposed by the presence of cross-polar

fields. If ya 5 9ms21 and sv 5 4ms21, then the ẐDR and

jr̂hv(0)j standard deviations of the nonphase coded signals

are appreciably smaller than those produced from phase

coded signals (Figs. 7d and 7e) but if sv 5 2ms21, the

standard deviations in both SHV and PCSHV modes are

comparable (Figs. 8a and 8b). For f̂DP, the standard de-

viations from the phase coded signals are smaller than from

the nonphase coded signals (Figs. 7c and 7f) for both sv

values. If ya 5 30ms21 (Fig. 8), then the standard de-

viations in the PCSHVmode are always smaller than in the

SHV mode. In case of ẐDR, the analytical derivations for

standard deviations are given in Ivić and Doviak (2016) for

the case when the transmit and receive fields are equal (i.e.,

Fco
th 5 Fco

rh 5 Fhh, F
co
tv 5 Fco

rv 5 Fvv, F
x
th 5 Fx

rh 5 Fvh,

Fx
tv 5 Fx

rv 5 Fhv), and each field is described by a single

complex number (see Eqs. (39) and (42) in Ivić and

Doviak). Because of the multiple Taylor series expansions

and approximations, the expressions in Ivić and Doviak

(2016) do not reflect the standard deviation dependency on

fDP as indicated by the simulation results presented herein.

This demonstrates the benefit of the presented method for

assessing the standard deviation of the polarimetric vari-

able estimates in the presence of cross-polar fields.

The plots for the AHV mode standard deviations for

SNR 5 Inf, ya 5 30ms21, M 5 32, and ZDR 5 0dB are

presented in Fig. 9 for sv of 2ms21 and 4ms21. As op-

posed to the SHV and PCSHV modes, the standard de-

viations do not exhibit significant variation withfDP. The

ratios of AHV versus PCSHV mean standard deviations

for all three polarimetric variables are given in Table 1.

These show theAHV and PCSHV standard deviations to

be comparable for ẐDR and f̂DP (with a slight ratio in-

crease withsv) but not for jr̂hv(0)j, where the estimates in

the AHV mode exhibited 31% and 52% larger standard

deviations for sv of 2ms21 and 4ms21, respectively.

5. Summary and conclusions

A method to evaluate the biases and standard de-

viations of polarimetric variable estimates using mea-

sured or simulated co- and cross-polar antenna patterns

combined with simulated time series is presented. Be-

cause it does not use approximations commonly

employed by the analytical computations, it can be used

for the verification of analytically obtained results or

independently. The main goal was to develop the

method applicable to the phased array antennas.

Therefore, the previously developed model describing

the echo voltages received by the parabolic reflector

antenna is updated to accommodate the specifics of

phased array antennas. This is because this model as-

sumed that the co- and cross-polar radiation patterns in

H and V on transmit and receive were equal, which is

true for parabolic antennas but generally not for phased

array systems due to the beamforming weights applied

to single radiating elements on transmit and/or receive.

Accordingly, different radiation matrices are used to

describe transmit and receive copolar and cross-polar

patterns in H and V. To provide theoretical background

for simulation, a generally used concept where the

backscattering matrix describes the backscattering

properties of a single hydrometeor is modified whereby

the properties of a collection of scatterers (contained in

a resolution volume of arbitrary size) are described by the

backscattering matrix (in the absence of depolarization

SEPTEMBER 2017 I V I �C 1923

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 09/27/21 03:52 PM UTC



by the scattering media). Elements of such modified

backscattering matrix account for the replacement of

scatterers within the resolution volume between sub-

sequent transmissions as well as the fact that scatterers

have different relative ranges upon every illumination.

Also, the fact that the wobbling and oscillations of scat-

terers within the resolution volume produce slight

decorrelation between the H and V matrix elements

resulting in jrhv(0)j values below one is accounted for.

Consequently, voltages, obtained using elements of the

modified backscattering matrix, have random real and

imaginary parts that are zero mean and Gaussian dis-

tributed functions of time between transmissions. Thus, a

so defined modified backscattering matrix describes the

bulk statistical properties of particles within a resolution

volume over the radar dwell time. Statistical properties

FIG. 7. Estimated std dev in the SHV and PCSHV modes for SNR 5 Inf, ya 5 9 m s21, M 5 16, ZDR 5 0 dB,

jrhv(0)j 5 0.98 vs fDP if sv 5 2 m s21 for (a) ẐDR, (b) jr̂hv(0)j, and (c) f̂DP; and if sv 5 4 m s21 for (d) ẐDR,

(e) jr̂hv(0)j, and (f) f̂DP. Boresight is located at Elev 5 208 and Az 5 408.
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of the modified backscattering matrix elements are

described by the radar observables. Consequently, the

elements of this matrix can be simulated using well-

established methods.

Based on the specified bulk properties of scatterers,

instantaneous realizations of modified backscattering

matrix values are produced for each unit resolution

volume in space (set equal to the resolution of the

radiation patterns in azimuth and elevation). These

values are weighted by the corresponding co- and cross-

polar radiation pattern values and summed to produce

time series. So, obtained time series account for the ef-

fects of co- and cross-polar fields specific to the antenna

used to produce the patterns and allow for the assess-

ment of biases caused by these radiation patterns, as well

as the standard deviation of estimates. Furthermore,

FIG. 8. Estimated std dev in the SHV and PCSHVmodes for SNR5 Inf, ya5 30m s21,M5 32, and ZDR5 0 dB

vs fDP if sv5 2m s21 for (a) ẐDR, (b) jr̂hv(0)j, and (c) f̂DP; and if sv5 4m s21 for (d) ẐDR, (e) jr̂hv(0)j, and (f) f̂DP.

Boresight is located at Elev 5 208 and Az 5 408.
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because the radar field of view can be populated with

particles of varying properties, the method can be used

to investigate the effects of nonuniformities within the

radar beam on weather observations. Furthermore, the

method provides for the separation of the effects of

copolar and cross-polar fields. Consequently, the biases

and standard deviations of signals from copolar fields

can be evaluated separately from those caused by cross-

polar fields and vice versa. This contrasts with the time

series obtained from actual radar (i.e., real time series),

where the effects of co- and cross-polar fields cannot be

separated.

The method was demonstrated using array patterns

produced by combining the simulated single element

radiating patterns with the array factor. These patterns

do not account for the array effects (e.g., the mutual

coupling among individual elements, the manufacturing

uncertainties, and the radiating impedance of the array)

FIG. 9. Estimated std dev in the AHV mode for SNR5 Inf, ya 5 30 m s21, M 5 32, and ZDR 5 0 dB vs fDP if

sv 5 2 m s21 for (a) ẐDR, (b) jr̂hv(0)j, and (c) f̂DP; and if sv 5 4 m s21 for (d) ẐDR, (e) jr̂hv(0)j, and (f) f̂DP.

Boresight is located at Elev 5 208 and Az 5 408.
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and other hardware mechanisms that contribute to

cross-polar fields (e.g., coupling through circuits behind

the antenna backplane). Thus, to obtain more accurate

bias and standard deviation estimates, the use of mea-

sured or simulated patterns that account for the array

effects is preferable. If the patterns are sufficiently

accurate, these may be used for bias correction in the

polarimetric variable estimates produced from real

time series.

To provide an example of the technique’s effective-

ness for bias computations in the SHV mode, the radar

field of view was populated with oblate scatterers of the

same bulk properties forZDR values of 0 and 5dB. Next,

the biases of nonphase and phase coded signals for all

three polarimetric variables were estimated for array

patterns obtained by steering the beam to the azimuth of

408 and elevation of 208. For comparison, the bias results

obtained using analytical expressions were also pre-

sented. As expected biases due to copolar fields showed

no significant variations with changing fDP values.

Contrary to this, the biases caused by co- and cross-polar

fields exhibited visible dependence on fDP. The simu-

lation and analytical results matched well for copolar

biases. In the case of the biases caused by the cross

coupling, the following was obtained for nonphase

coded signals in the SHV mode. For a ZDR of 0 dB, the

simulation and analytical results matched well but ex-

hibited noticeable differences for a ZDR of 5 dB in the

case of ẐDR bias (if derived using Taylor series expan-

sion) and the jr̂hv(0)j bias. In the case of ẐDR bias, the

differences are attributed to the Taylor series approxi-

mations employed to derive the ẐDR bias expression.

This is supported by the results obtained using the an-

alytical ẐDR expression directly (i.e., without the Taylor

series expansion) because these results agreed well with

the simulation (for the cases shown). In the case of

jr̂hv(0)j bias, it was speculated that the difference was

caused by the simplification of the second-order esti-

mates used to compute the jr̂hv(0)j bias. For phase coded
signals, the simulation and analytical results agreed well

for ẐDR and jr̂hv(0)j biases. In the case of fDP bias, the

analytical and simulation results also agreed well for

both the nonphase and phase coded signals. In the AHV

mode, the analytical and simulation results exhibited

good agreement for all presented cases. In summary, the

proposed method exhibited good agreement with the

analytical results, thus demonstrating the validity of

the approach.

The simulation results for standard deviation were

presented for unambiguous velocities of 9 and 30ms21 for

the SHV mode. In the first case, the results from phase

coded signals, in the SHV mode, exhibited a significantly

higher fluctuation of estimates than those from nonphase

coded signals for ẐDR and jr̂hv(0)j but not for f̂DP. If ya is

30ms21, then the estimates produced using phase codes

demonstrated smaller standard deviations than those

from nonphase coded signals. In the AHV mode, the re-

sults were produced for an unambiguous velocity of

30ms21 (because previous works demonstrated poor

performance at ya of 9ms21). The results indicated

comparable performance to the SHV mode for ẐDR and

f̂DP but a significant increase in jr̂hv(0)j standard de-

viations. Because of the lack of proper analytical expres-

sions and the complexity of their derivation, the standard

deviations were evaluated using only simulations. This

demonstrated the benefit of the presented method for

evaluating the standard deviation of polarimetric variable

estimates in the presence of cross-polar fields.
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APPENDIX A

Derivation of Analytical Bias Expressions for the
SHV Mode

In this appendix a derivation of analytical formulas for

the mathematical expectations of ẐDR, jr̂hv(0)j, and f̂DP

in the SHVmode is presented. The derivation is used to

produce the theoretical bias expressions. The formulas

are derived by following the model, which uses S, in-

troduced in the text.

The received powers after each transmission in the H

and V channels are

TABLE 1. Ratio of AHV to PCSHV mean std dev for SNR 5 Inf,

ya 5 30m s21, M 5 32, and ZDR 5 0 dB.

AHV-to-PCSHV

mean std dev ratio sv 5 2m s21 sv 5 4m s21

ẐDR 1.07 1.12

jr̂hv(0)j 1.31 1.52

f̂DP 1.03 1.06
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dŜx
v(V,m)’ jFx

thj2jFco
rv j2jsvv(m)j2 1 jFco

th j2jFx
rvj2js0hh(m)j2

1 2RefFx*
th Fco*

rv Fco
th F

x
rvsvv*

(m)s0hh(m)1Fco*
tv Fco*

rv Fx
tvF

x
rvsvv* (m)s0hh(m)g

1 2Ref[Fco*
tv Fco*

rv Fx
thF

co
rv jsvv(m)j2 1Fco*

tv Fco*
rv Fco

th F
x
rvsvv* (m)s0hh(m)]e2j[b1av(m)2ah(m)]g . (A2)

Note that all higher-order products in which cross-polar

pattern terms (i.e., Fx
ql, where q is t or r and l is h or v), in

dŜx
h(V, m) or dŜx

v(V, m), appear more than two times

are discarded for simplicity, since it is assumed that they

do not add appreciably to the sum. The termsð
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are contributions from nonoverlapping dV6. Because

sll(m) from different dV6 volumes are uncorrelated,

their ensemble averages are zero.

The total averaged power (over M transmissions)

from scatterers illuminated by radiation described by

Fco
th , Fco

tv whose returns are weighted by Fco
rh , Fco

rv on

reception is
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The total averaged power (over M transmissions) from

scatterers illuminated by both copolar and cross-polar

radiation whose returns are weighted by the copolar and

cross-polar patterns on reception are
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Hence,
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where
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hdŜco
v (V,m)i5 S

v
jFco

tv F
co
rv j2 ,

hdŜx
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Note that in (A7) the uniform beamfilling is assumed. Consequently, the Sh,Sv,Zdr 5 Sh/Sv, jrhv(0)j, and fDP are

independent of V.

Using (16), an ensemble average of ẐDR is
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hdŜco
v (V,m)i dV

1
CCA, (A8)

which yields
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The expansion in Taylor series can be avoided by computing hẐDRi directly as
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Further, the cross correlation is
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Hence,
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An analytical expression for hjr̂hv(0)ji is [(15) in Galletti and Zrnić 2011]
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Given the discrete antenna patterns, (A9) can be arranged by replacing the dependency on V with nu, mf as
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where it is understood that all antenna patterns are functions of nu, mf. In the case of (A10), (A13), and (A14),

hẐ
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h
(n

u
,m

f
,m)i sin[Q(n

u
,m

f
)]DuDf

�
Nu21

nu50
�

Mf21

mf50

1

M
�
M21

m50

hdŜ
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where full expressions are omitted for brevity. Then,
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APPENDIX B

Derivation of Analytical Bias Expressions for the AHV Mode

In this appendix a derivation of analytical formulas for the mathematical expectations of ẐDR, jr̂hv(0)j, and f̂DP in

the AHV mode is presented. The derivation is used to produce the theoretical bias expressions. The formulas are

derived by following the model, which uses S, introduced in the text.

Following the same approach as in appendix A yields
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and

r(n)5 e2f[(psvny/ya)
2/2]1[jpn(y/ya)]g . (B3)

In (B3), y is the mean velocity (Doviak and Zrnić 1993).

Also, note that in (B2) no higher-order terms are dis-

carded. Using the expressions in (B1) and replacing in-

tegrals with sums across the antenna patterns (as in

appendix A), the ensemble averages of polarimetric

variable estimates are computed as
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